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THE ROLE OF BURSTS IN SENSORY DISCRIMINATION AND RETENTION
OF FAVORED INPUTS IN THE CULTURED NEURAL NETWORKS

!Goletiani C., 'Nebieridze N., 'Kukhianidze O., 2Songulashvili D., 2Gigineishvili A.

Free University of Thilisi, Thilisi, Georgia, *Georgian Technical University, Tbilisi, Georgia

The ability of neural tissue to distinguish sensory impulses
dictates how we identify world diversity. Burst responses are
widely accepted as an additional synaptic tool in the brain tis-
sue for successful information coding mechanisms. Different
nature, origin and functions are descovered in burst discharges.
In spite of the variety of views reserchers of the computation-
al neuroscience agree that single spikes and bursts create the
parallel mechanisms for synaptic transmission, but bursts have
even more effectiveness to strengthen weak synapsis compared
to single action potentials [10,16]. One of the most significant
goals of neuroscience nowadays is to determine the mechanisms
underpinning information coding in brain tissues on the one
hand, and to decode information encoded in neural circuits on
the other [9]. In humans and higher vertebrates, sophisticated
nervous system functions like memory, sensory processing and
perception necessitate the engagement of the high order brain
structures. However, whether sensory processing and memory,
characteristic feature of high order nervous system functions are
present and interrelated at the level of local neural circuits and
how bursting mechanisms help to realize these complicated pro-
cesses is a fascinating question in neuroscience.

Dissociated cortical culture (DCC) homed in a multielectrode
array (MEA60) allows mimicking neural networks of the brain
and use it for investigation of neural computation processes [7].
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This system becomes an effective scientific tool for modeling
brain to body feedback systems [12,14] and even prototyping
neuro-prosthetic or brain to machine cyborg systems using com-
plicated algorithms, advancing a topic of great medical signifi-
cance [3,13]. As aresult, they’re frequently referred to as in vivo
like in vitro system [1,6,15,]. Suitable arrangement of multiple
electrodes capable of both stimulation and recording allows to
simulate a variety of sensory inputs and to investigate the pro-
cessing of sensory information in the developing neural circuits
of DCC.

In this work we were interested in whether the neural networks
of DCC was capable of sensory discrimination and especially, to
determine the particular role of bursts in the information pro-
cessing needed for that. By this reason, we attempted to register
newly established bursts in DCCs and investigate its role in the
“sensory acquisition” processes when preferred stimuli were
perceived. Our previous work helped us in approaching the topic
and provided a more conducive environment for research. Over
time, the population of about 100000 neuronal and glial cells in
our experimental setting formed a simplified but realistic brain
structure and could live on MEA for two months. This allowed
us to track and assess the structural and functional refinement
of freshly formed neural circuits, as well as their capacity for
information collection, processing and coding.
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Our electrophysiological data revealed that tiny neural net-
works of DCC have high selectivity to physical nature and
spatial position of the sensory inputs and produces prolonged
memorised responses after training that facilitate future percep-
tion. The disposition of burst elements in sensory discrimination
and learning processes could indicate their true meaning for in-
formation coding.

Material and methods. Experiments were carried out in ac-
cordance with the guidelines of the International Animal Care
and Use Committee (IACUC) and the Free University of Tbili-
si’s bioethics committee.

Preparation of DCC. Our experimental procedures were
largely based on Potter and colleagues’ [7] protocols for DCC
preparation, care, and electrophysiological registration on a
multielectrode array, with considerable modifications to match
our experimental objectives. In short, embryos were removed
from pregnant rats after 18 days of gestation under the influence
of ether. Cortical slices were derived from a fetus brain (total
number 15 from the 6 litters). The usage of a biosafety cabinet
class 2 and 70% alcohol provided sterility. Cortical tissue pieces
were transferred to cold Hank’s balanced salt solution (HBSS),
where blood and arachnoid remnants were removed. AP5 (0.025
mM final concentration), a selective antagonist of NMDA recep-
tors, and Kynurenic acid (final concentration 1 mM), an antago-
nist of ionotropic excitatory amino acids, were added to solution
to reduce the risk of seizures, excitotoxicity, and apoptosis in
neural tissue. Enzymatic digestion of tissue was performed for
20 minutes using a mixture of active papain (15 units) and DN-
ase (50 M). The digested tissue fragments were washed away us-
ing Thermofisher’s CO2 independent hibernation medium with
B27 plus supplement (2%) and fetal bovine serum (10%). The
suspension was passed through a 40 um Cell Strainer to form a
colony of dissociated cells (neurons and glial cells combined).
Bovine serum albumin was added to the solution and following
that, it was centrifuged at 200x speed and washed with a final
medium to remove toxins produced during the tissue digesting
process. A hemocytometer and microscope were used to deter-
mine the cell concentration, which was approximately 5000-
6000 cells per 1 pL. To avoid deviations from estimated concen-
tration, Dilution or centrifugation were used. Because glial cells
help neurons survive, there was no attempt to separate them. For
30 seconds, 15-20 ul of cell suspension was kept poured over
the surface of MEA electrodes that had been pre-coated with
polyethilen imine (0.05%) and laminin (0.001%). After 30 min-
utes of incubation, the cells adhered to the surface, and the final
medium was added to the MEA basin. HEPES (hydroxy-ethil-
hyperazin-ethan-solphonic acid) solution (0.01 M final concen-
tration) was added to the media as a buffering agent. The incuba-
tor’s temperature was 36°C, with a humidity level of 65%. Half
of the medium was usually refreshed twice a week. The other
half was left to ensure a sufficient level of intrinsic cell survival
factors. To maintain sterile conditions with the ability to transfer
surrounding CO, (5 %) in the incubator, a suitable cover with
teflon milliphore membrane (from multichannelsystems Co.)
was enclosed to the ring of MEA (Fig. 1 A). DCC was kept alive
in those conditions for two months to ensure that the tissue was
healthy and capable of generating action potentials.

Morphological control. An inverted digital microscope with
a magnification of 200-400X was used to observe the morpho-
logical state of DCC cells for electrophysiological study. The
first morphological control was carried out during the cytomet-
ric adjustment of the cell concentration on the day of prepara-
tion of the culture and then, twice a week before sessions of
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electrophysiological recording. The photos were captured using
the AMCAP software that comes with the digital camera. Cell
concentration, region cleanliness, cell distance from electrodes,
and neural fiber growth degree were all determined using mi-
croscopy. Pictures from the same two places were taken during
the whole experiments for better juxtaposition. The length of
neural fibers was determined by comparing it to the diameter
of electrodes (30 um) using fundamental geometric approaches.

Electrophysiological recording. Setup of 60 channel electro-
physiological systems The MEA1060-UP-BC preamplifier is
developed for 60 electrode MEA recordings and has incorporat-
ed blanking circuitry that allows the stimulating electrodes to be
registered with the rest of the electrodes. To ensure the system’s
coordinated operation, the preamplifier, stimulator STG4002,
and computer (with the supplied cardboard) were all synced.
Registration, stimulation, and selection of the sets of stimulating
and grounding electrodes were accomplished using the free soft-
ware MC_Rack, MC_Stimulus, and MEA_Select (Multichan-
nelsystems Co., Germany).

Proper electric stimuli protocols were designed in the MC
Stimulus program, which is meant to give synchronized electric
stimulations for MC_Rack recordings, before beginning experi-
mental recordings. Various types of electric stimuli were em-
ployed to replicate distinct sensory inputs to DCC and to train
the particular neural networks. Two-phase rectangular pulses
with a duration of 100 ps and a voltage of 300 mV were used
for single, paired pulses (PP, with an ISI of 20 ms) and vari-
ous stimulation frequencies of 1, 5, 10, 20 and 100 Hz. stimuli
lasting for 1 sec. A pair of electrodes delivered certain types of
stimulations at random time interval (>10 sec). The length of the
stimulation sessions, which were eventually divided into train-
ing and testing phases, varied depending on the experimental
settings and responses.

A baseline level of spontaneous multi-neuronal activity was
observed before stimulation sessions. A Butterworth 2nd or-
der high-pass filter was used to filter the signals, which were
captured at a sample rate of 25 kHz (>200). After that, stimula-
tion sessions were carried out, followed by registration for the
appropriate amount of time. The multichannel structure of the
registering software, as well as the electrode array, allowed for
dimensional dispersion of signal processing.

Data analyzes. For neural data analyses, MC_Rack, the data
collecting software, offers limited capabilities. The Python pro-
gramming language was used to create a data analysis applica-
tion pack (NeuroSpace) that allowed to move data to appropriate
graphical and numerical datafiles before being analyzed in the
SPSS statistical program. The presentation of real-time sig-
nals from a single channel, the separation of stimulus-induced
evoked frequencies, the processing of specified partitions, the
separation of single-units, the detection of neuronal and network
bursts, and the generation of appropriate datafiles were all pos-
sible with NeuroSpace. For burst detection, standard methods
were employed, with four spikes occurring in 20 msec and a
minimum gap between bursts up to 10 msec. This approaches
were used to investigate up to 27 MC_Rack electrophysiological
recordings in total.

Electrophysiological data was obtained from matured DCCs
aged 30 to 50 days in vitro (DIV). The key categorization criteria
related to the stimuli used for certain training session were: 300
mV single, PP, and varied frequencies of 1, 5, 10, 20 and 100 Hz
for 1 sec. Each of them was used for a prolonged period and the
recorded data was examined at three different levels: 1. the base-
line level of activity obtained from the phase of recording be-
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fore stimulations began, 2. the training phase during stimulation
when neuronal activity was gradually increasing, and 3. the test-
ing phase after stimulus evoked activity reached its maximum
level. Spike frequencies of multi-unit and single-unit activity,
which were determined before and after the applied stimulus
paradigms, were the parameters of interest for evaluation. Three
distinct methods were used to make these comparisons: Instant
response (up to 300 ms) intervals; longer-term (up to 2000 ms)
periods; and general activity levels elicited by specific stimuli.
For analyzing the effect of specific stimuli patterns the percent-
age of probability of evoked responses were used as well.

Statistics. IBM SPSS statistics software was used to conduct
the statistical analyses. Univariate ANOVA analysis with Bon-
ferroni post-hoc tests were used to assess activity at different
phases within the different stimulation groups. For phase and
pre- vs. post-stimulus (for 2 sec) comparisons, the same two-
factor test was used; two-way ANOVA analyses were required
to assess the impact of stimuli on the phases within the groups;
multi-factorial ANOVA tests with the same Bonferroni post-hoc
analysis were used to investigate the impact of different stimuli
types on pre- vs. post-stimulus conditions (for 2 sec) in different
phases.

Results and discussion. Morphology. After adjusting the cell
concentration to the appropriate range of 5000-6000 cells in 1
ul, morphological monitoring of neuronal culture began on 0
DIV. Cells were bare oval/round-shaped white bodies with no
fiber descendants at the time. This demonstrated that enzymatic
digestion of neural tissue resulted in the loss of the character-
istics that bind cells together to form neural tissue, and we ac-
quired dissociated healthy cells (Fig. 1, A). Morphological con-
trol was done twice a week before electrophysiological sessions
during the experiments. At 3-4 DIV, differentiated cell bodies
were visible, and axo-dendritic fibers reached about 40+15
um after 7 DIV (n=30). Following weeks of cultivation, there
was a gradual increase in cell fibers: 65+13 at 14 DIV, 75425
at 21 DIV, which did not change significantly later (Fig. 1, B,
C). Although some cells demonstrated fiber expansion after 3-4
weeks, there was a consistent reduction in cell number across
the counted region.

R g

Fig. 1. A, Multielectrode array (MEA) with Teflon Millipore
cover; B, DCC on the hemocytometer at 0 DIV, exhibiting ad-
equate dispersion of healthy cells;, C, DCC attached to the MEA
surface at the day 30 DIV, revealing developed neuronal net-
work with axonal and dendritic fibers

FElectrophysiology. We were interested to determine the parln-
sory processing due to their reduced but realistic structure.

Before each session of stimulation, spontaneous responses
were recorded for roughly 10 minutes to establish a baseline
level of activity. This activity was characterized by a wide spec-
trum of responses, ranging from rare spikes to intense bursts
that became stronger with age implying that the network struc-
ture is essential for bursting. The channel had to be active for
long enough to register for both spontaneous and stimulation
sessions, which was a necessary prerequisite for registration (at
least 30 min). Random pair of electrodes were utilized to induce
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a range of electric shock sessions using random time intervals
(>10 sec) after a spontaneous activity registration sessions.

Single 300mV

5Hz 3g0mV for 1 sec
|

10Hz 300mV for 1 sec

0112311 {@r 1 sec

100HA 300mV for 1 sec g

+

Fig. 2. Discrimination of multi-unit neuronal evoked respons-
es to a variety of electric stimuli. Above the recordings applied
paradigms are indicated. Red arrows show location of evoked
responses generated in a short duration (<=300 ms) of applied
stimulation. There is a high probability of evoked responses and
change of quantity of activity in response to low frequency stim-
uli and especially to PP stimuli

For this research, we applied the previously used protocol:
300 mV single, PP with 20 ms ISI, and varied frequencies of 1,
5,10, 20 and 100 Hz for 1 s. Stimulation sessions revealed that
a variety of electric stimuli elicited particular tonic and burst
responses in DCC and that in most cases they displayed pre-
ferred responsiveness to low frequency and specifically, to PP
stimuli, when other forms of electric stimuli were neglected or
decreased level of activity (Fig. 2). However, in rarely occuring
conditions, greater responsiveness to other types of stimuli, even
with higher frequencies was also observed. Many of our record-
ings revealed that a specific DCC’s preference for certain stimuli
types was strongly dependent on the stimuli utilized in training
sessions. Despite a few prior discoveries [2,5,10] indicating that
neural networks in DCC prefer low frequency stimuli, our work
was the first to offer a clear proof of the discriminate ability of
these tiny networks.

In independent studies, DCCs have been demonstrated to be
responsive to some generated low frequency stimuli and blocked
by high frequency stimuli [2,10]. High frequency bursts, such as
20 Hz, were employed in certain studies to induce neuronal plas-
ticity in DCC networks [5]. The most plasticity changes in our
experimental setup were caused by PP activation. In our case,
20 Hz training did not yield the best results for increasing plas-
ticity, whereas PP stimuli did. There is no disagreement in our
perspective, however it depends on the specificity of the neural
network employed in the study. We noticed a difference in the
nature of DCCs in our situation, which we thought was useful to
this investigation.

Despite a clear preference for low frequency and PP stimuli in
our research, several versions of our findings indicate that neural
networks of individual DCCs or even within the same culture
have the specific structural and functional basics that determine
preference to certain types of sensory stimuli. Surely, specific
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Fig. 3. Neural plasticity-dependent modifications in multi-unit neuronal responses to the favored PP continuous
electric stimulation. Green, yellow, and red colored underlines show the background, training, and testing phases of the recorded
activity. 1 — Spontaneous activity followed by 34 PP stimuli, which elicited steadily rising responses during training and stable
evoked responses during testing. 2 — The same recording with vertical orange lines showing network-bursting responses.
3 — The incidence of a single-neuronal burst was demonstrated by separated neuronal responses;
the location of the bursting response is shown on the recording. 4. A close view of the burst response.
On the right, a frequency diagram of a same single neuron's activity is depicted

selectivity to various electric stimuli can reveal information
about the given neural network’s individual features. Despite
the current trend in cortical culture research to regard them as a
homogeneous structures [6,7,15], the results of our study reveal
their more complex and brain-like features, in our opinion. The
reason for this could be due to the less synchronized network
in our case, which was observed in general activity across the
entire DCC surface.

In most cases, a rise in activity did not occur immediately,
and training sessions were required before the network was en-
gaged. Unexpectedly, network activity started before occurrence
of evoked responses, which only became prevalent after training
sessions (Fig. 3, A, B). As a result, trained networks still showed
different probability of the evoked responses with the spiking
and bursting components that reached approximately 60 % of
cases for PP stimuli (P<0.001, n=14), 35-40 % for single or 5 Hz
stimuli (P<0.01, n=12 and 14), about 15-20 % for 10 Hz stimuli,
up to 10 % for 20 Hz and as low as 5 % for 100 Hz stimuli
(P<0.05, n=12, 12, 10, 9 correspondingly). Also, significant dif-
ference was found in between the groups analyses, showing a
signifficantly higher effect with PP stimuli compared to all oth-
ers (P<0.05, 0.05, 0.01, 0.01, 0.001, 0.001; correspondingly for
single, 5 Hz, 10 Hz, 20 Hz and 100 Hz stimuli).

We suggest that the structural and physical nature of the neu-
ral networks in DCC, which clearly determines preference for
distinct types of stimuli [2,5,10] should be the source of this
processes. There should be a mutually supportive relationship
between two related phenomena: Because the physical nature of
specific neuronal circuits gives them a selective preference for
certain electric patterns, different patterns of persistent electric
stimulation might improve their efficiency.

During the PP stimulations, which was the most effective par-
adigm to elicite responses, the probability of evoked responses
was around 42 % at the training phase, from which as few as
20% of subsequent activation of the network followed. As a re-
© GMN

sult, the comparison of pre-stimulus vs post-stimulus frequen-
cies rarely reached significant difference in particular cases,
when general comparison of 12 recordings showed significant
difference (P<0.001). However, probability of evoked responses
with the dominance of bursts reached about 60% during the
testing phase, from which 85% showed subsequent increase of
activity level showing significant difference (P<0.01) at individ-
ual recordings and showing absolute effect in general compari-
sons (P<0.0001, n=12). At the same time, around 20 % did not
change activity level. significant difference was found in com-
parisons between the training and testing phases (P<0.001, in
single recordings; P<0.0001, in summarized comparisons) (Fig.
3, E, F). Interestingly, responses that were seldom created during
training were delayed and occurred at later stimulus timepoints
(>300 ms), but after attaining the maximum level of bursting,
both bursting and tonic responses became steady and often gen-
erated after stimulus at shorter timepoints. This clearly demon-
strate that training with favored stimuli leads to changes in DCC
neural plasticity and, as a result, changes in related responses.

Close observation of bursting elements revealed that most of
them originated from the network population of neurons (Fig. 3.
1, 2) and a few percent (up to 5%) belonged to the single-units
(Fig. 3. 3, 4) that may correspond to the well-known pacemakers
of bursts [16]. In cases, bursts occurred mostly in the later stag-
es of responses after the stimulus was applied, but appeared in
evoked responses after training stage was executed. Generation
of bursting activity mostly associated with the network activa-
tion to the preferred stimuli and dominated while many circuits
of neurons were involved in responses. That corresponds well to
the supposed role of bursts in the coding processing of informa-
tion [9].

Many of our recordings revealed progressively increasing
spiking and especially bursting responses to the favored stimuli,
indicating gradual degrees of neural circuit involvement in in-
formation processing. Training aids the formation of synapses
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[8], which is an important part of the proper development of
brain tissue. Simultaneously, as established in our study, it en-
hances the likelihood of evoked responses in the presence of
favorable stimuli.

Instant and delayed evoked responses should reflect imme-
diate and delayed information processing, with the likelihood
of rapid responses increasing at training sessions with preferred
stimuli. It shows how synaptic plasticity affects memory forma-
tion in response to positive sensory input. At the same time, it
emphasizes how information is processed in a sequential man-
ner in order to be memorized. Our findings suggest that subse-
quent responses, specifically bursts, are important for stimulus
discrimination, which could be a reflection of the long-term
neuroplasticity processes that could aid information coding, par-
ticularly in developing neural circuits. The generation of later
responses is likewise dependent on stimulus specificity, and they
are not existent before they are administered, according to the
data. There are few findings in the literature for those reactions,
with the focus being on evoked responses with a short latency.
However, few studies have highlighted the importance of de-
layed reactions in brain plasticity processes [4].

Furthermore, our findings support Nieus and colleagues’
recent findings in hippocampal neural cultures [11] regarding
state-dependent representation of stimulus-evoked activity. In
our recordings, it was frequently noted that when stimulus oc-
currence corresponded with elevated activity levels, particularly
bursts, subsequent evoked responses were blocked. These cases
certainly needed to be looked at independently from the cases
of evoked responses in order to make sense of them and avoid
losing their meaning. From a medical aspect, it could play a sig-
nificant role in seizure disorder care in the near future.

The study’s main finding is that DCC’s tiny neural networks
are capable of retaining knowledge from discriminating sensory
stimuli that served as a training element, allowing them to re-
tain that information and respond more efficiently the following
time the same stimuli are presented, and the bursting responses
strengten at the critical stage when these alterations occur. Typi-
cally, that function is linked to high nervous system capabilities
in terms of how memory affects sensory processing and percep-
tion. Simple DCC neural networks, on the other hand, offer a
large potential for achieving essentially the same functional
mechanisms, where stored information can impact the acquisi-
tion of the same inputs. This also demonstrates that despite the
well-known fact that the entire brain is often engaged in the re-
alization of cognitive processes, some local circuits may provide
a rather complicated support for those mechanisms and bursts
play a crucial role in these alterations.

Conclusions.

1. Neural networks of DCC are equipped with enough mecha-
nisms for the “first steps” of sensory discrimination.

2. Both population and neuronal bursts play crucial role in
generation of the particular responses to the preferred stimuli.

3. The presence of bursting elements in responses to favored
stimuli shows that bursts play a critical role in the learning of
perceived information.

This work was supported by the Shota Rustaveli National
Grant Foundation (FR17-506).
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SUMMARY

THE ROLE OF BURSTS IN SENSORY DISCRIMINA-
TION AND RETENTION OF FAVORED INPUTS IN THE
CULTURED NEURAL NETWORKS

!Goletiani C., 'Nebieridze N., 'Kukhianidze O.,
2Songulashvili D., *Gigineishvili A.

!Free University of Thilisi, Thilisi, Georgia, *Georgian Techni-
cal University, Thilisi, Georgia

The capacity of neural tissue to discriminiate the sensory
signals determines how we recognise the world diversity. Dis-
sociated cortical culture (DCC) homed in a multielectrode ar-
ray allows mimicking neural networks of the brain and using it
for investigation of neural computation processes. This in vivo-
like in vitro system allows tracking and assessing structural and
functional refinement, as well as the ability for information ac-
quisition, processing, and coding in neural networks. We had an
increased interest to the burst phenomenon as it represents one
of the strongest tools for information coding. We were interested
in whether the neural circuitry of DCC was capable of sensory
discrimination and memorization of the preferred electric stimu-
li and to determine the role of bursts in these processes.

Matured DCC from the 30th to 50th day of in vitro cultivation
were used for the study. In order to simulate a variety of sensory
inputs, 300 mV of single, paired-pulse (20 ms interstimulus in-
terval), 1, 5, 10, 20 and 100 Hz stimuli for 1 sec were repeated
at random time interval (>10 secs) from effective pairs of elec-
trodes; Activity was registered from all active channels.

The data revealed that during the variety of electric stimula-
tions neurons increased activity in response to one of the stimulus
types while responding less effectively to others. Single, SHz, and
notably PP stimuli were the favored paradigms. The training phase
frequently showed a progressive increase in activity level, with
short burst prevalence. However, repetition of the preferred stimuli
enhanced the occurrence of both tonic and burst evoked responses
with prolonged duration throughout the testing phase.

Data shows that neural circuits of DCC have high selectivity to
physical properties and spatial position of the sensory inputs and
produces early and late responses that include burst elements that
may serve as the robust mechanism for reinforcement of the coding
information needed for sensory discrimination and learning.

Keywords: In vivo-like in vitro, dissociated cortical culture,
multielectrode array, neural plasticity, sensory discrimination,
neural network.

PE3IOME

POJIb BCIIBIIIEK B CEHCOPHOM JUCKPAUMMHA-
WU U PETEHIIMHA NNPEAIIOYTUTEJIBHBIX BXOJ10B
B KYJIBTYPHBIX HEPOHHBIX CETSX

'Toneruann I./{x., "Heouepunze H.III., 'Kyxuanuaze O.T.,
2Couryaamsuiau JLIL, ’TuruHenmBuiu A.B.

!Ce0600nbitl yHusepcumem Tounucu, *Ipysunckuil mexnuye-
ckuti ynusepcumem, Tounucu, I pysus

CriocoOHOCTP HEPBHOH TKaHW JUCKPUMHHHPOBATH CEH-
COpHbIE CHIHAIIBI OMpEEeNsieT pazHooOpasue pacrno3HOBaHUS
mupa. uccommmpoBanHas kKopTukanbHas Kyiaerypa (AKK),
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pacroyio)KeHHasT B MHOTOXJIEKTPOIHOW MaTpulle, I03BOJIs-
eT UMHUTHUPOBATh HEHPOHHBIC CETH MO3Ta W MCIIOJIb30BaTh UX
JUTSL MCCJICZIOBAHUS MPOLIECCOB HEHPOHHBIX BBIYMCICHUH. DTa
in vivo-niogoOHasl in vitro cucTeMa MO3BOJIAET OTCICKUBATH U
OIICHUBATh CTPYKTYPHOE U (YHKIIMOHAJIBHOE PAa3BUTHE, a TaK-
e BO3MOKHOCTh TEPIECIIMU, 00paOb0OTKA U KOIXUPOBAHUS MH-
(dopmarn B HEWpOHHBIX ceTsiX. OcoOblii MHTEPEC BBI3BIBACT
(heHOMEH BCITBIIIKH HEHPOHOB, TIOCKOJIBKY OH SIBJISICTCSI OJHUM
M3 CaMbIX CHJIbHBIX HHCTPYMCHTOB KOJAUPOBAHUS HH(OPMAIHH.

Lenbio uccnenoBanus sSIBUIOCH ONPEACIUTh BO3MOXHOCTH
OCYUICCTBJICHHUS] JIMCKPUMHMHAIMM CEHCOPHBIX CTHMYJIOB B
HEPBHBIX CETSIX JANCCOLMHMPOBAHHONW KOPTHKAIBHOW KYJIBTYPBI,
a TaKKe MEXaHMU3M KOAUPOBAHHUS HH(OPMALIUH U POJIb BCIIBIIICK
B OTHX INpOLIECCaX.

Jlnst ucenenoBanus ucrnosb3oBanuck 3penbie JIKK ¢ 30 no
50 neHb KyJIbTUBUPOBAHUS in Vitro. J{si UMUTALUK Pa3INnYHbIX
ceHcopHbIX BxonoB 300 MB ofMHOUYHBIX, MapHO-UMITYJIbCHBIX
(ITH, mexctumynuelid uaTepBan 20 mc), 1, 5, 10, 20 u 100 I'g
CTUMYJIbI B TeUeHUe | cex BOCIIPOM3BOAMWIN B CIy4aifHOM Bpe-
MeHHOM HHTepBasie (>10 cex) oT 3 (EeKTUBHBIX Tap IEKTPO-
JIOB. AKTHBHOCTbH PETHCTPUPOBATIACH CO BCEX AKTHBHBIX KaHa-
JI0B. Pe3ynbraThl Mokas3aiy, 4TO NPH Pa3jIMuHBIX SJIEKTpUYe-
CKHUX CTUMYJISILIUSIX HEHPOHBI MOBBIIIAIN aKTUBHOCTh B OTBET Ha
OZIMH U3 THUIIOB CTHMYJIOB, B TO BpeMsi Kak MeHee d(PEeKTHBHO
pearupoBanu Ha apyrue crumynsl. OpuHounsle, 5 I'm u oco-
6enno [T ctumysbl ObLIM MPEANOYTHTEIBHBIME HapaurMa-
mu. @aza 00ydyeHHs YacTO JEMOHCTPUPOBAJAa HPOrPECCHBHOE
MOBBIILICHUE YPOBHSI aKTHBHOCTH C JOMHUHHPYIOLIAMH KOPOT-
KAMH BerblkamMu. OHAKO, MOBTOPCHUE MPEAIOUTHTEIbHBIX
CTUMYJIOB YCHJIMBAJIO BO3HUKHOBEHHE KaK TOHHYECKUX, TaK U
BBI3BAHHBIX BCIIBIIIKAMHU PEAKLUH C MPOAODKUTESILHOCTBIO Ha
MPOTSDKECHUHU BCe (ha3hl TECTHPOBAHMS.

Pesynbratel mokaszanu, 4to Heiponnbie ceti JIKK obnanaror
BBICOKOW CEJIEKTMBHOCTBIO K (DU3MYECKUM CBOMCTBaM U IPO-
CTPAHCTBEHHOMY TIOJIOKEHUIO CEHCOPHBIX BXOJOB M MPOU3BO-
JIAT PAHHKE U [TO3HUE OTBETHI, BKIIFOUAIOIINC B CCOS SIIEMECHTBI
BCIIBIIIEK, KOTOPBIE MOTYT CIIY)KHUTb HaJEKHBIM MEXaHH3MOM
JUISL TIOAKPETUICHUST KOAMpYIoIieil nHdopManny, HeoOX0AnMOoi
Ul CEHCOPHOM TUCKPUMUHALIUY U O0yUYCHHUS.
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BJIVISIHUE BAPYCHOW JJE®OPMALIMM CPEJHEN TPETH BEJIPA
HA CHJTY MBI HUJKHEW KOHEYHOCTH

'Pomanenko K.K., ZKapnunckas E.JI., 2IIpo3zoposckuii 11.B.

' XapbKko6cKas MeOUYUHCKAs akademusi NOCIeOUNnIOMHO20 00pa306aHUsL;
TV « dnemumym namono2uu NO360HOUHUKA U cycmasos um. npog. M.U. Cumenrko HAMH Yxpaunsly, Xapvkos, Ykpauna

CoBpeMeHHbIE TEXHOJIOTHH OCTEOCHHTE3a, NPU YCIOBUH HX
aZICKBATHOI'O NMMPUMECHEHUSA U Gepemﬂoro OTHOLICHHSA K MIATKUM
TKaHAM, O6eCl’le'~lI/lBa}OT, B GOHBUJI/IHCTBG CJIy4daeB, ONTHUMaAJIb-
Hble OOMeXaHHUUeCKHe U OMOIOrHYeCKUe YCIOBHS KaK JUIsl cpa-
meHns Auadu3apHbIX MEepesioMoB Oe/ipa U TOJICHH, TaK U JUIs
BOCCTAHOBJICHUSI (DYHKI[HOHAIBHBIX XapaKTEPUCTHK ITOBPEIK-
nEéHHOI KoHeuHocTH. OJHAKo, B PsJe CIy4aeB pPe3ylbTaToM
JIEYEHHs] ATUX TIEPETOMOB MPOUCXOAUT CpAILCHUE IepesioMa C
OCTaTOYHBIM CMEHICHHEM (PArMEHTOB, HHBIMU CIIOBaMH, (Gop-
MHpYeTCs TIOCTTpaBMaTHueckas aedopmarius.

Jleuenne mOCTTpaBMaTHUeCKHX AedopMaiuii siBIseTcs ca-
MOCTOSTEIbHON (OTIeNbHOI) 3a1aueil opToneauu U TpaBMaTo-
JIOI'MH, ITOCKOJIBKY HE€ MOXET 6])1T]> CBEZICHO TOJIBKO K HOpMa-
JIM3aI[M1 B3aUMOOTHOIICHUI MeXIy (pparMeHTaMH KOCTH M HX
CTaOMIIBHOM (pUKCALMH, KaK 9TO JCNAETCs IPU OCTPOH TpaBMe.
[IprurHON STOTO OTIHYUS SBISIETCS] (QYHKIMOHHPOBAHHE II0-
BPEXKACHHOTO CErMEHTA B UBMCHCHHBIX YCJIOBUAX, B PE3YJIbTATE
YE€Tro pa3sBUBACTCA PA BTOPUYHBIX H3MeHeHHﬁ, 4aCTb KOTOPBIX
HOCHT aJanTHUBHbIH Xapakrep. HeoOXomuMocTh ydera 3TOro
(YyHKLIHOHAIBHOTO BIMSHUS MoauépKkuBanack eme B 1985 roay
G. Heirholzer, u K.H. Miiller [10].

[Ipu aHanm3e MOCTTpaBMAaTHYECKUX Jedopmaruii Gosbinoe
BHUMAaHUC YACIISACTCA UX BIHUSHUIO Ha CYCTaBBbl. B YaCTHOCTH,
MOKa3aHO pa3BUTHE M3MEHEHHI apTPO3HOTrO XapakTepa B MpH-
JIETaIOINX CyCTaBax Mocje BHECYCTaBHBIX MePelIoMOB Oespa 1
rosienu [7,15-17,23,25].
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Hamu Ha maremarnueckoi mozenu [1], U B SKCiepuMeHTe Ha
JKUBOTHBIX [2], TaKkKe OLIEHEHO BIMSIHUE MOCTTPaBMAaTUYECKUX
nedopmannii, ¥ H3ydeHbl H3MEHEHHsI HE TOJIBKO B CycTaBax Io-
BPEXICHHOM, HO KOHTpJIaTepabHONH KOHEUHOCTH.

Opronenus-TpaBMaTosIorysi, Kak OTpaciib MEIUIUHBI, UMEET
JIeJIO C OTIOPHO-JIBUTATENIbHBIM aIapaTroM, WHBIMH CJIOBaMH,
KOCTHO-MBIIIEYHOH cucTteMoi. ClieoBareabHO, JOTUYHO Olle-
HUBATh BIAMSHUC Ae(hOpPMAIMU Ha BECh OMOPHO-IABHIATEIIbHBIH
anmnapat. Ho Ha Tekyuii MOMEHT, HeI0CTaTOYHO U3Y4EHO BIIU-
SIHHE BHECYCTaBHbBIX JedopManuii HIDKHHX KOHEUHOCTEeH Ha
paboTy MBIIII W BCEro Mosica HIWKHUX KOHeyHocTei. Kpome
TOTO, MPUHITHE PEIICHUSI O HEOOXOAMMOCTH BBIMIOJIHEHUS] KOP-
purHpyoleil onepanun OCHOBBIBaeTCs, OOJIbLICH YacThio, Ha
JIETAIbHOM aHanu3e pertrenorpamm [9,10,14,20,22].

DYHKIMOHAJIBHOE COCTOSIHUE MBIIILl MOBPEXKIEHHOIO CEr-
MEHTa U KOHEYHOCTH, B II€JIOM, Yallle BCETO HE aHAIN3UPYETCs 1
HE YUHUTHIBACTCS NIPHU IIAHUPOBAHHUH JICIEOHBIX MEPOIIPUATHI.

Llens uccnenoBaHus - OMpENENUTh BIMSHUE BApyCHOM Je-
(dopmanun GepeHHO KOCTH Ha YPOBHE CPeTHEl TPETH Ha CHITY
MBI HIKHEH KOHEYHOCTH W MHHHMAJIBHO HEOOXOIHMYIO
CHJTY MBIIILL ISl OCYILECTBICHUS HOPMAJIBHOTO Il1ara.

Marepuaa u MeToabl. AHAJIN3 TTOXOJKU TPOBOAMIN B MPO-
rpamme OpenSim 4.0 [5]. B ocHOBY MozienupoBaHust B3siTa MO-
nenb gait2394 [3,6], mo3Bossiomiei n3y4ars 76 MBI HIDKHEX
KOHEeYHOCTeH W TysnoBuina. He MacmiraOupoBaHHas MojeNnb
MpeaCTaBIsieT co00i 00beKT pocTom 1,8 M, Mmaccol 75,16 kr.



